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Figure 7. User study results for Fire Emblem Heroes with 26 participants
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Figure 8. Comparison of bandwidth consumption be-
tween cloud gaming (left) and AppStreamer (right) for
both games

head with Fire Emblem Heroes. Both would be infeasible on
today’s mobile devices. For Dead Effect 2, with BlockPair-
Lookup, average delay per run is 6.32 seconds (8.4X of App-
Streamer), and 74.39 MB of unnecessary blocks are down-
loaded (1.1X of AppStreamer). For Fire Emblem Heroes, av-
erage delay per run is 7.32 seconds (18.8X), and 64.10 MB of
unnecessary blocks downloaded (1.1X). Because BlockPair-
Lookup’s predictions are always a superset of AppStreamer’s
predictions, the higher delay is likely due to the unnecessary
blocks that are put in the download queue delaying the down-
load of necessary blocks and the inefficiency of requesting a
single block at a time. This shows that models that oper-
ate on single block granularity incur too much memory and
delay and are thus impractical.

6.6 Microbenchmarks
In this section, we evaluate how different parameters af-

fect the results. The parameters studied are δ, τ, pstop, L,
minSuperblockSize, pdownload , and Binitial , described in Sec-
tion 3, as well as buffer size and network connection speed.
The results are generated based on trace-based simulation.
In the simulation, first training data is used to train a Markov
model. Then, file reads from the test data is replayed and
given as input to the Markov model. Blocks predicted by the
model that are not already present on the phone are logically
fetched from the storage server, with network speed fixed to
a certain value to simulate real network conditions. In the
case where buffer size is limited, we employ the LRU policy
to evict blocks from the limited storage available.

Since there are many parameters, we conduct the mi-
crobenchmarks by varying one parameter at a time, and fix-
ing the rest of the parameters to the optimal value. Optimal
values are chosen by carefully weighing the tradeoff between
delay and false positives, with higher weight given to delay,
as it has a direct impact on the user experience. The values
are δ = 0.1 second, τ = 0.9, minSuperblockSize = 17, Binitial =
122 MB (excluding APK), pstop = 0.01, L = 60 seconds, and
connection speed = 17.4 Mbps. By default, we do not set a
limit on temporary storage used to store fetched blocks. The
average length of each run is 1,653 seconds. Due to limited
space and the fact that the results show the same trends, we
omit the microbenchmark results for Fire Emblem Heroes,
and show only results for Dead Effect 2. The output metrics
are delay and false positives, defined as predicted blocks that
are not read by the game within 8 minutes of being predicted.
Delays that are long or frequent enough can ruin the user
experience, while false positives incur extra network band-
width and energy cost.

The results are shown in Figure 9. First, with the optimal
parameter values, the amount of false positives is 66 MB.
However, if the playing session were longer, the amount of
false positives will not necessarily increase proportionately,
because there is a limit to how much data is downloaded,
namely the total size of the application.

Now, we look at how each parameter affects the results.
In addition to average worldwide LTE speed of 17.4 Mbps,
we also include average U.S. LTE speed of 13.95 Mbps and
average worldwide WiFi speed of 10.8 Mbps. As expected,
higher connection speed leads to lower delay. Even the lower
WiFi speed of 10.8 Mbps is enough to keep the delay small,
but speed lower than that will result in large delay. Connec-
tion speed has a negligible effect on the false positives. Next,
we look at the amount of initial files cached on the phone,
denoted Binitial . Higher value gives lower delay and false
positives, at the cost of higher storage requirements. Delays
are virtually eliminated at Binitial ≥ 175 MB. This represents
a storage savings of 84%. At the higher end of 200 MB, the
amount of false positives is also reduced.

Recall that when making predictions, our Markov model
relies on two stopping criteria to keep the computation
tractable: lookahead time, denoted by L, and probability stop
threshold, denoted by pstop. From the results, as long as the
lookahead time is at least 30 seconds, the delay remains con-
stantly low and the amount false positives is largely constant.
When the lookahead time is too low, delay increases signif-
icantly. Probability stop threshold is somewhat similar. As
long as the value is 0.02 or lower, delay remains relatively
constant. Higher value leads to higher delay. The amount
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Figure 9. Microbenchmarks for Dead Effect 2

of false positives is lower when pstop is higher, as early
stop means fewer blocks get predicted. The block fetching
threshold, denoted by pdownload , affects the final decision of
whether or not to download blocks in the predicted merged
cluster, based on predicted probability. It directly influences
the amount of false positives, with higher threshold resulting
in lower false positives. However, the delays are kept at an
acceptable level only when pdownload is 0.02 or lower.

Time between partitions threshold, denoted δ, controls
how consecutive blocks are merged into the same partition.
Lower value leads to more partitions that are smaller. The
results clearly show that 0.12 is the optimal value with re-
spect to delay. This amount represents the upper limit of the
amount of computation (e.g., image decoding) the applica-
tion does between chunks of data in the same batch of read.
Partition similarity threshold, denoted τ, controls merging
of two similar partitions within the same trace. A value of 1
means the two clusters need to contain the exact same blocks
in order to be merged. The results show that values between
0.8 and 0.9 produce similarly low delay, while higher values
result in higher delay.

Temporary storage limit sets a hard storage limit for stor-
ing blocks fetched speculatively. This does not include the
APK and files that are always stored on the phone. In real-
ity, this buffer can be shared by all applications as long as
they do not run at the same time. The results show that a
small 75 MB buffer is already as good as an infinitely large
buffer. Thus, the amount of temporary space required by
AppStreamer is very small.

The minimium superblock size serves as the stopping
criterion of the first step of the process of generating su-
perblocks. Lower value leads to more precise model and
predictions, but incur longer training time. The results con-
firm that lower values are always better than higher values in
terms of delay. However, we could not complete the bench-
mark using values lower than 17, as the training time sud-
denly jumps from a few minutes to several hours.

7 Discussion
Cloud Gaming. Cloud gaming is an alternative to App-

Streamer, since the game runs on the cloud and only the
video and audio are streamed to the mobile device. As men-
tioned in Section 6.5, the main drawbacks of cloud gaming
are high latency and high bandwidth usage. Within the fore-

seeable future, the amount of bandwidth cloud gaming uses
makes it prohibitively expensive for most users. Latency can
be reduced by moving the cloud closer to the users, but oc-
casional packet losses (common in wireless communication)
still degrades user experience.

Our solution performs all computation on the mobile de-
vice, relying on the cloud storage server only for storage.
Cloud gaming, on the other hand, performs all computation
on the server, at the expense of bandwidth usage and latency.
There is likely a middle ground whereby computation can be
divided between the device and the cloud server. This can
benefit from the long line of prior work in computation of-
floading from resource-constrained devices [7, 23, 13] but
will have to be repurposed due to some domain-specific re-
quirements, including stringent low latency and high degree
of dynamism in gameplay.

Trace Collection and Model Training. Although App-
Streamer will work for all mobile applications without any
modification to the applications themselves, it is necessary
to collect file access traces from a large number of users to
cover most file access patterns. The trace collection system
can be built into the operating system itself, and the user can
decide whether to contribute to trace collection. For the first
version of the application or when the application is updated,
the developer may decide to ship it without AppStreamer, or
collect the traces privately (e.g., from testers) beforehand.
Model training is done by the developer and takes place of-
fline. Parameter optimization can easily be parallelized. We
envision that the developer is responsible for trace collection
and model training because they should be in control of the
user experience of their own application, and the computa-
tion is distributed, compared to relying on a single entity.

Technological Advancements. AppStreamer is still rel-
evant even in the face of constantly improving storage ca-
pacity on smartphones. As more storage becomes available
on smartphones, developers also take advantage of it more
resulting in a larger size of the games. With higher screen
resolution, artists tend to use more detailed texture and 3D
models to improve their games’ visuals.

In addition to reducing storage requirements, App-
Streamer also helps reduce application installation time,
since only a small part of the application needs to be down-
loaded before the user can use it, and the rest is downloaded
only as needed, just like video streaming.
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8 Conclusion
We set out to see how to reduce the storage pressure

caused by resource-hungry applications on mobile devices.
We found that mobile games were a significant contributor
to the problem. We had the insight that mobile games do not
need all the resources all the time. So if it were possible to
predict which resources would be needed with enough of a
lookahead, then they can be prefetched from a cloud storage
server and cached at the device and thus not cause any stall
for the user. We achieve this goal through the design of App-
Streamer, which uses a Markov Chain to predict which file
blocks will be needed in the near future and parametrizes it
such that the model can be personalized to different speeds
and gameplay styles. We show that for two popular third-
party games, AppStreamer reduces the storage requirement
significantly (more than 85%) without significantly impact-
ing the end user experience. This approach can also help to
reduce the startup delay when an app is being downloaded
and installed as well as to reduce stalls with cloud gaming
by pre-fetching the required resources.
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